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Abstract

In this paper we explore different strategies for classifier
combination within the framework of component-based face
recognition. In our current system, the gray values of fa-
cial components are concatenated to a single feature vector
which is then fed into the face recognition classifier. As an
alternative, we suggest to train recognition classifiers on
each of the components separately and then combine their
outputs using the following three strategies: voting, sum of
outputs, and product of outputs. We also propose a novel
Bayesian method which weights the classifier outputs prior
to their combination. In experiments on two face databases,
we evaluate the different strategies and compare them to our
existing recognition system.

1 Introduction

The problem of face recognition has been one of the most
prominent areas of machine vision for about a decade. Cur-
rent systems have advanced to be fairly accurate in recogni-
tion under constrained scenarios, but extrinsic imaging pa-
rameters such as pose, illumination, and facial expression
still cause much difficulty in correct recognition.

Recently, component-based approaches have shown
promising results in various object detection and recogni-
tion tasks such as face detection [11, 15], person detection
[9], and face recognition [2, 14]. The component-based face
detector described in [4] localizes a set of facial components
using a two level hierarchy of classifiers. On top of this de-
tector, we built a component-based face identification sys-
tem [3] in which the gray values of the extracted compo-
nents were combined and then classified by a set of Support
Vector Machines, one for each person in the database. In
experiments, we have shown that the component-based sys-
tem consistently outperforms holistic face recognition sys-
tems in which classification was based on the whole face
pattern.

In this paper we investigate alternative techniques for
combining components for face recognition. Instead of con-
catenating the gray values of the extracted components to a

single feature vector, we train individual recognition classi-
fiers on each extracted component and merge their outputs
using popular combination strategies (cf. [8, 12]) as well
as a novel Bayesian approximation method which performs
a per-class classifier weighting. Compared to concatenat-
ing components, training separate component classifiers is
more consistent with the approach chosen in the face detec-
tion module where component detectors feed their outputs
to a combination classifier.

2 Approach

Our approach to classifier combination is based on viewing
the output of each of the multi-class classifiers as a random
variable, ω̃, which takes values from 1 to K, the number
of classes. In [6] we propose a Bayesian framework for
classifier combination, where outputs of C individual com-
ponent classifiers, λi are weighted by a confidence measure
imposed on the classifier performance, P (λi|x). The prob-
ability of the true class label, ω, for a given observation can
be approximated by using the empirical error distribution
derived from the classifier confusion matrix:

P (ω|x) =
C∑

i=1

K∑
k=1

P (ω|ω̃k, x, λi)P (ω̃k|x, λi)P (λi|x)

≈
C∑

i=1

[
K∑

k=1

P (ω|ω̃k, λi)P (ω̃k|x, λi)

]
P (λi|x)

(1)

The essence of equation 1 is that the prediction of each
classifier is weighted in accordance to the error distribu-
tion over the predicted class. In the last line of this equa-
tion the conditional error distribution, P (ω|ω̃, x, λi), which
is difficult to obtain, is approximated by its projection,
P (ω|ω̃, λi). The latter is simply an empirical distribution
that we obtain from the confusion matrix of the classifier on
a validation subset of the training data.

This model establishes a general framework for classi-
fier combination, from which a variety of different combi-
nation strategies can be derived. In particular, Tax et. al.,
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[12], present a framework in which sum and product rules
are formally justified. Our framework is fully compliant
with their work by allowing to justify critic-based (induced
by P (λ|x)) and error-corrected (induced by P (ω|ω̃, x, λ))
variants of popular combination schemes.

3 Experimental Evaluation

We evaluate four different strategies for face classification
on two data sets. First strategy is to use one of the tradi-
tional face classification techniques, such as a Support Vec-
tor Machine, [13], to classify the gray scale image of the
face. The second strategy is to extract components of the
face and perform the classification only on the pixels that
are part of these components, [3] . The third strategy is
to classify each of the face components independently and
then combine the results of the classification with one of the
standard schemes - voting, product or sum. Lastly, we apply
the error-based classifier score correction to the outputs of
the classifiers and combine them with the same combination
strategies.

3.1 Classifier Score Combination

The techinque, proposed in section 2 presumes that class
probabilities are available from each classifier. This
presents a minor problem when using discriminative mod-
els, such as SVMs. In its direct formulation SVM does not
output probabilities, but rather, values of the discriminant
function. We convert these scores to probabilities by apply-
ing to them the softmax function:

P (ω̃|x) =
exp(sω̃)∑

ω̃

exp(sω̃)
(2)

Using this transformation does not change the classifica-
tion decision for a minimum error rate classifier, but allows
us to treat the classifier within the probabilistic framework
of section 2.

3.2 Experiment Setup

In order to evaluate the combination schemes on each data
set we train several classifiers:

1. Full face classifier
A single feature classifier that uses gray-level values of
an extracted face image;

2. Component-based stacked face classifier
A single classifier that has a feature vector formed
from all extracted face components placed in the same
feature vector;

a)

c)b)
d)

e) f)
g)

h) i)

j)

Figure 1: Example of extracted face components. a) bound-
ing box; b,c) eyebrows; d) bridge of the nose; e,f) eyes; g)
nose; h,i) nostrils; j) mouth.

3. A set of ten individual component classifiers
Each extracted face feature is classified independently
of others in the set. The resulting outputs are then com-
bined with one of three combination strategies - voting,
product or sum;

4. A set of ten individual weighted component classifiers
The training data used to train the above classifiers is
split 90%− 10%. Each classifier is trained on the 90%
subset of the data. Then empirical error distribution is
computed on the remaining 10%. After the test data
is classified the scores are weighted by the resulting
distribution (eqn. 1). The resulting outputs are then
combined with one of three combination strategies -
voting, product or sum.

All classifiers in our experiments are Support Vector Ma-
chines with a polynomial kernel of degree 2. To train and
test our classifiers we use the SVMFu package [10].

3.3 Results

We evaluate the combination schemes on two data sets. One
is a set of faces of six people collected directly from a
surveillance system, [6]. The other data set is a combina-
tion of synthetic and real faces with synthetic faces used for
training. The set includes ten subjects.

From each image in both sets we automatically extract
face regions. The detected face images are subsequently
histogram-equalized and re-scaled to be 70 × 70 pixels in
size. From these images we extract ten face components,
such as eyes, eyebrows, bridge of the nose, mouth, nose, left
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Figure 2: ROC curves for component classifiers for the
surveillance data.

and right nostrils, as well as the image area inside the box
bounding all of these components. For complete details of
the component extraction the reader is referred to [3] . The
extracted face components are shown in figure 1.

3.3.1 Surveillance data

The first data set for our experiments is collected from an
automated surveillance system. We selected a set of six peo-
ple recorded within the surveillance area over the course of
several days under different natural lighting conditions. The
users were not deliberately posed to get a good view of the
face, so, the collected data contains only a several thousand
faces.

Additionally, due to pecularities of people’s behavior
around the video camera, some classes got disproportion-
ally few examples, as compared to others. This resulted in a
slightly misbalanced data set, however we intentionally left
it intact, as it reflects the real situation in which the classifier
is to be applied.

All training and testing data are extracted from the im-
ages of people automatically with no manual intervention
[4] 1. Some examples of the training and test set are shown
in figure 3.

The results of running the experiments on the surveil-
lance data are shown in figures 2 and 4. Figure 2 shows
the ROC curves for each component classifier. The perfor-
mance of the components varies in a wide range, at the top
are the whole face, the eyes and the nose classifiers. The
nostrils are the least reliable components. The second fig-
ure shows a plot of the log-probability of error as a function

1This implies that false positives of the face detection phase are left
in both training and test data sets, slightly degrading the classifier perfor-
mance.

Figure 3: Examples from the surveillance training set (top
two rows) and test set (bottom rows). Both sets include
mostly frontal views of faces. The resolution of the images
was relatively low.

of acceptance rate. This plot is related to an ROC curve, cal-
culated for a multi-class problem. Given the set of classifier
scores (posterior probabilities) we vary a threshold within
the full range of posteriors rejecting samples for which the
scores fall below the threshold. We compute the error rate
for the remaining points and plot it against their fraction in
the data set.

The behavior of the classifiers is illustrated in figure 4.
For all acceptance rates, the full face classifier shows the
worst performance. The classifier based on stacked fea-
tures outperforms the full face classifier by a large mar-
gin. In turn, all combination schemes consistently provide
even better performance. There is only slight difference
in performance of weighted and unweighted combination
schemes. The latter is explained by the fact that the indi-
vidual classifiers are very strong on this data set and their
confusion matrices are very close to identity, and, hence,
have little effect on the combined scores. The difference
becomes more pronounced when the strength of the clas-
sifiers in the sets varies by a larger factor, as our further
experiments show, [6, 7].

3.3.2 Synthetic training data

The second data set is a a combination of synthetic and real
human faces. Synthetic faces are used to train classifiers,
while real faces are used to test them. In order to generate
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Figure 4: Log-error-acceptance curves for different classi-
fiers for the surveillance data.

the training set we fitted a morphable 3D head model [1, 5]
to a frontal and a profile image of each person and then
generated a large number of synthetic images by carefully
varying the illumination and viewing angles. Overall we
generated about 1900 synthetic training images for each of
the 10 people in the database.

The test set was created by taking images of the 10 peo-
ple in the database with a digital video camera. The subjects
were asked to rotate their faces in depth and the lighting
conditions were changed by moving a light source around
the subject. The final test set consisted of about 200 im-
ages of each person recorded under different viewpoints and
lighting conditions. Some example images of the training
and test set are shown in figure 5.

The results of running the experiments are shown in fig-
ure 6 for the individual component classifier and in figure 7
for the combinations, respectively. In both cases, the recog-
nition rates are lower than in the previous experiments on
the surveillance data. This is not surprising since we only
used synthetic images for training. Adding 10% of the test
set to the training data and evaluating the retrained systems
on the remaining 90% of the original test set lead to a large
improvement in the recognition rates. In addition, we ran
experiments where we recomputed the weights of the classi-
fiers on 10% of the test set but did not retrain the component
classifiers. The results are shown in figure 8. As expected,
the best performance is achieved by retraining the classi-
fiers on the enlarged training set including real face images.
Interestingly, recomputing the weights while keeping the
component classifiers unchanged also leads to a clear im-
provement compared to the original systems. This indicates
that our weighting algorithm can be used to perform on-line
learning in applications in which retraining of all classifiers
is too time consuming or not possible at all.

Figure 5: Examples from the synthetic training set (top
rows) and test set (bottom rows). Note the variety of poses
and illumination conditions.
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Figure 6: ROC curves for component classifiers trained on
synthetic images.
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Figure 7: Log-error-acceptance curves for different classi-
fiers trained on synthetic images.
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Figure 8: ROC curves for Classifiers trained only on syn-
thetic data, using part of the test data without retraining and
with full retraining.

4 Conclusion

In our previous face recognition system facial components
were extracted from the input image and combined into a
single feature vector which was then fed into the recognition
classifier. As an alternative, we proposed to train recogni-
tion classifiers on each of the components separately and
then combine their outputs. Three popular strategies for
combining the outputs have been evaluated: voting, sum
of outputs, and product of outputs. We also proposed a new
method based on the distribution of the empirical error for
weighting the outputs prior to their combination.

Experiments were carried out on two data sets: the first
set included mostly low resolution, frontal face images of
six people recorded by a surveillance camera. The second
set consisted of synthetic training images of ten people and
real test images with large variations in pose and illumi-
nation. On both sets we achieved a significant improve-
ment over our previous system. Overall, the product of the
outputs marginally outperformed the other two combination
strategies. By running our new weighting algorithm on 10%
of the test set, we could increase the recognition rate by a
large margin without having to retrain the component clas-
sifiers.
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